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a  b  s  t  r  a  c  t

Chromatography  provides  important  detail  on the composition  of  environmental  samples  and  their
chemical  processing.  However,  the  complexity  of these  samples  and  their  tendency  to  contain  many
structurally  and  chemically  similar  compounds  frequently  results  in convoluted  or  poorly  resolved  data.
Data reduction  from  raw  chromatograms  of  complex  environmental  data  into  integrated  peak  areas  con-
sequently  often  requires  substantial  operator  interaction.  This  difficulty  has  led  to a bottleneck  in  analysis
that  increases  analysis  time,  decreases  data  quality,  and will  worsen  as  advances  in  field-based  instru-
mentation  multiply  the quantity  and  informational  density  of data  produced.  In  this work,  we  develop  and
validate  an  automated  approach  to  fitting  chromatographic  data  within  a target  retention  time  window
with  a combination  of  multiple  idealized  peaks  (Gaussian  peaks  either  with  or  without  an  exponen-
tial  decay  component).  We  compare  this  single-ion  peak  fitting  approach  to  drawn  baseline  integration
methods  of  more  than 70,000  peaks  collected  by  field-based  chromatographs  spanning  across  a  wide
range  of  volatilities  and  functionalities.  Accuracy  of  peak  fitting  under  real-world  conditions  is  found  to
be  within  10%. The  quantitative  parameters  describing  the  fit (e.g. coefficients,  fit residuals,  etc.)  are  found

to  provide  valuable  information  to increase  the  efficiency  of quality  control  and  provide  constraints  to
accurately  integrate  peaks  that  are  significantly  convoluted  with  neighboring  peaks.  Implementation  of
the peak  fitting  method  is shown  to yield  accurate  integration  of  peaks  otherwise  too  poorly  resolved  to
separate into  individual  compounds  and improved  quantitative  metrics  to determine  the  fidelity  of the
data reduction  process,  while  substantially  decreasing  the  time  spent  by operators  on  data  reduction.

© 2017  Elsevier  B.V.  All  rights  reserved.
. Introduction

Over the past several decades, one of the major applications of
as and liquid chromatography (GC, LC) has become the analysis
f trace constituents in environmental and atmospheric samples
1]. These mixtures can be comprised of thousands to tens of thou-

ands of compounds [2] and frequently contain many isomers with
imilar retention times for which significant peak separation can-
ot be reasonably achieved. The use of a mass spectrometer (MS)

∗ Corresponding author at: 419 Durham Hall, 1145 Perry St (0246), Blacksburg,
A,  24061, USA.

E-mail address: ivw@vt.edu (G. Isaacman-VanWertz).

ttps://doi.org/10.1016/j.chroma.2017.11.005
021-9673/© 2017 Elsevier B.V. All rights reserved.
as a detector, which is commonplace in modern environmental GC
applications, can improve identification and quantification of many
analytes but typically cannot fully resolve all isomers of interest
[3–5] unless highly selective methods are utilized. Comprehen-
sive data reduction of a single chromatogram therefore requires
quantification of several hundred known compounds of interest
amongst hundreds to thousands of chromatographic peaks, many
of which overlap. Measurement of difficult-to-resolve compounds
or compound classes can in some cases be achieved through tar-
geted highly selective methods, or through introducing selective

chemistry to the analysis but at the expense of comprehen-
sive analysis and/or ease-of-operation. Decades of research have
consequently been dedicated to the improvement of chromato-

https://doi.org/10.1016/j.chroma.2017.11.005
http://www.sciencedirect.com/science/journal/00219673
http://www.elsevier.com/locate/chroma
http://crossmark.crossref.org/dialog/?doi=10.1016/j.chroma.2017.11.005&domain=pdf
mailto:ivw@vt.edu
https://doi.org/10.1016/j.chroma.2017.11.005
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raphic resolution and quality of chromatographic data achieved by
omprehensive techniques [6–8], but the density of peaks in envi-
onmental samples and their sample-to-sample variability remain

 unique analysis and data reduction challenge.
Reduction of chromatographic data from its raw form (detector

esponse versus retention time) to its processed form (integrated
eak areas, or “zeroth moments”, of target analytes versus sam-
le collection time) often requires substantial manual interaction
ith the data. Most commercially available software used in the

nalysis of environmental GC data (e.g. Agilent© Chemstation and
assHunter, Thermo FisherTM XcaliburTM, Waters

®
Empower

®

) draws baselines under chromatographic peaks to numerically
alculate the zeroth moment (“drawn baseline” or “baseline” inte-
ration). Baseline integration has been automated and applied
uccessfully to environmental data (e.g. [9–11]). However, trace
nalytes in a complex mixture often yield co-elutions of multiple
eaks, sometimes with large ratios of relative peak sizes, which
an introduce large errors in quantification by baseline integration
12]. High chromatographic complexity thus often requires sub-
tantial user interaction for error checking and correction, a process
hat is both time consuming and subjective. Effective application
f automated baseline integration is therefore challenged by com-
rehensive chromatography of mixtures that contain thousands
or tens of thousands) of compounds, such as atmospheric sam-
les [2]. Furthermore, the drawn baseline approach is sensitive
o the selected endpoints of the baseline [13], which can depend
n proprietary algorithms and/or user interpretation of the data.
ncreased interest in comprehensive chromatography of complex
nvironmental samples therefore requires new approaches for the
ast and reproducible integration of chromatographic peaks and the

eans to quickly assess and correct the quality of processed data.
The complex chromatograms and overlapping peaks often

ncountered in environmental data can be tackled through
dvanced algorithmic approaches to peak integration. Co-eluting
pectra can be separated through targeted factor analysis to simul-
aneously reach a mathematical solution in both spectral and
hromatographic space. This approach yields resolved chromato-
raphic peaks, each with a deconvolved spectra – or, rather, an
ptimized mathematical solution approximating this condition.
everal such algorithms have been applied to liquid chromatogra-
hy data with spectroscopic detectors [14–16], but their relative
omplexity has limited their wide-spread application. Further-
ore, while helpful for deconvolving spectroscopic data, the detail

nd computational expense of these approaches is higher than
ecessary for mass spectrometric methods, which have higher
pecificity and relatively unique spectra. Instead of complex factor-
econvolution methods, experimental chromatographic data can
e reasonably described as mathematically idealized peaks [17].

 large number of peak shapes have been proposed and explored
18]; while chromatographic peaks are roughly Gaussian, an
ssumption of Gaussian shape can lead to considerable error,
nd a better description is that of a Gaussian peak convoluted
ith an exponential decay (“exponentially modified Gaussian”

r “EMG”) [19,20]. Substantial previous work (see review [18]
or upwards of 50 references) has demonstrated that otherwise-
nresolved isobaric species can be theoretically quantified by
tting chromatographic data with a combination of idealized Gaus-
ian and EMG  peaks. This peak fitting approach allows for decreased
tringency in chromatographic resolution and improved analyt-
cal efficiency, with the additional benefit that it yields higher
tatistical moments that quantitatively describe the data (peak cen-
er, width, skew, etc.). However, adoption of mathematical data

eduction techniques has been limited by a lack of automated
eak fitting approaches that has impeded its application to large
atasets. Instead, current implementations (e.g. OriginLab Peak Fit-
ing ModuleTM) have primarily focused on single chromatograms
matogr. A 1529 (2017) 81–92

and have required substantial user input (e.g. [21,22]). While
peak-fitting approaches have therefore been widely validated on
synthetic data and chromatographic analysis of known standards,
there has been little, if any, rigorous comparison between sim-
plified peak fitting approaches and drawn baseline integration
methods under real-world conditions and on real complex data.
The work presented here addresses these gaps by developing and
implementing an automated approach to simplified peak fitting,
validating it through analysis of known compounds, and exten-
sively comparing it to baseline integration for the reduction of
highly varied environmental data.

In this work the application of field-based GCs to the study
of organic compounds in the atmosphere serves as an example
of the needs and challenges of the environmental analysis com-
munity. Several widely used instruments have been developed
over the past decades to facilitate in-field atmospheric analysis,
including instruments designed for analysis of particle compo-
sition [23–25] and a wide range compounds in the gas phase
[9,26–34]. While differing in their construction and target ana-
lytes, all of these instruments share semi-hourly or hourly time
sample collection with 30–300 compounds quantified per chro-
matogram. Operational periods are typically weeks to months, so
a dataset consists of on the order of 105 peak integrations. These
field instruments often generate data quickly and frequently with
little time between samples for analysis, manual data reduction,
or error checking. Constantly changing environmental conditions,
sample matrices, and laboratory environments can result in some
cases in less controlled and less stable chromatography such as
drifts in retention times or peak widths of target analytes. Inte-
grated chromatographic peaks from these instruments have been
robustly shown to yield accurate quantification of trace environ-
mental constituents in both laboratory settings and varied ambient
conditions [25,27,35–38]. However, this increased run-to-run vari-
ability poses a particular challenge for integrating chromatographic
peaks of highly variable concentrations of trace constituents in a
complex mixture. Due to the complexity and variability of collected
samples, most field-deployable gas chromatographs (including
all of the referenced instruments) suffer the same bottleneck in
data reduction: relying on user-intensive processes for integra-
tion and/or quality control. The difficult and time-intensive process
of producing peak integrations from their raw chromatographic
data has stymied the widespread adoption of field-deployable
chromatographs. Furthermore, rapid data analysis is particularly
important for a field-based instrument because lags in data pro-
cessing can result in missed opportunities to identify and fix
problems, leading to data gaps or reductions in data quality. The
rate of data generation will significantly increase with the next gen-
eration of field-based GCs incorporating recent developments in
“fast GC” [39] to improve time-resolution and enable new appli-
cations of in-situ GCs (e.g. airborne measurements, [34,40,41]).
These new tools will produce a chromatogram every few min-
utes, an increase of an order of magnitude in data quantity over
previous instruments. Improved automated integration of raw
chromatographic is necessary to facilitate the continued and future
development of field-based instruments that produce complex,
variable, time-resolved datasets (thousands of chromatograms per
month).

Effective application of chromatographic tools to varied envi-
ronmental samples requires robust solutions to several key
challenges: (a) deconvolution of co-eluting peaks due to the com-
plexity of samples, (b) accounting for variance in chromatographic
parameters due to in-field operation, (c) fast processing to facili-

tate in-field data analysis, (d) quantitative metrics to improve the
efficiency of quality control, and (e) sufficiently flexible implemen-
tation to facilitate application to a varied suite of instrumentation.
While these are general chromatographic issues, the work pre-
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ented here optimizes solutions with an eye toward maintaining
peed and efficiency in data reduction. For instance, managing co-
lutions cannot occur at the expense of fast processing, and fast
rocessing cannot preclude effective quality control. We  describe
ere an automated single-ion peak fitting approach that yields

 mathematical description of an eluted chromatographic peak
ithout high computational expense. In this approach, both well-

esolved and co-eluting chromatographic data are described by
n empirical solution of Gaussian peak(s), either ideal or with an
xponentially decaying fronting or tailing component (EMG); these
eak shapes are fully described by relatively few (3–4) coefficients,
hich minimizes degrees of freedom and thus risk of poorly con-

trained fits [42], but there are no inherent limitations to peak
hape in our approach. We  investigate the utility of this approach
s a means to accurately reduce large chromatographic datasets.
e  then compare this method to drawn baseline integration for

our datasets collected by two instruments. The statistical moments
f these fits and other quantitative parameters are explored as a
eans to evaluate, understand, and improve the data reduction

rocess.

. Methods

.1. Peak fitting algorithm

.1.1. Implementation
Peak fitting was implemented in Igor Pro 6/7 (Wavemetrics),

sing its internal multi-peak fitting functionality. Within the Igor
ro programming environment, a complete software package to
mport and analyze chromatographic data was developed and used
o explore the efficacy of peak fitting as a data reduction method.
his tool is made available online (https://sites.google.com/site/
erninigor/) as “TERN” (the “TAG ExploreR and iNtegration pack-
ge”, definition of “TAG” below), which incorporates correction for
rifts in retention time, tools to identify target peaks of interest (e.g.
earching NIST mass spectral libraries [43]), and a complete imple-
entation of peak fitting as described below. In this package, fitting

s performed for one target peak across several chromatograms so
hat users can observe fluctuations in co-elutions and retention
imes, minimizing the likelihood of integration errors. Parame-
ers from the peak fit (e.g. statistical moments, fit residual, etc.)
re provided to the user as a means to facilitate quality control
nd understand the goodness-of-fits; as explored in this work, the
vailability of quantitative fit parameters is a primary benefit of
eak fitting as a data reduction technique. Screenshots and some
iscussion of this package are provided in the Supplementary Infor-
ation. This package and its source code is made freely available

nd editable by users to provide maximum flexibility, allow the
nalysis of data across multiple instrument platforms, and remove
arriers to analyzing and sharing data. Toward this goal, current
ata import supports the open data formats of NetCDF (https://
ww.unidata.ucar.edu/software/netcdf/), a widely used format for

haring scientific data, and HDF5 (https://support.hdfgroup.org/
DF5/), an efficient format for storing large datasets such as those
roduced by time-of-flight mass spectrometers; users can add
upport for additional and/or proprietary formats as needed and
easible.

A critical analysis step prior to peak fitting is correction for vari-
bility in retention times, which for field-based instrumentation
an include shifts of several seconds from run to run. Retention time
orrection is incorporated in this implementation on a run-to-run

asis by manually identifying a small subset of peaks distributed
hroughout the chromatogram (at least two, but with no inherent
pper bound) and calculating polynomial retention time correc-
ion coefficients to bring these peaks into agreement with expected
matogr. A 1529 (2017) 81–92 83

retention times. While not fully automated, performing this cor-
rection once for each sample in a dataset demands only nominal
operator effort (less than one hour per hundreds of samples) and
substantially improves performance of automated peak fitting.

2.1.2. Description
An automated approach for fitting chromatographic data with a

combination of mathematically described peaks is developed and
described here. Peak detection and fitting is performed on response
of a single mass spectrometric ion (e.g. m/z  57) within a specified
retention time window. Operating on a single ion chromatogram
(SIC) instead of the full spectral data minimizes computational
expense by avoiding multi-dimensional fitting; as demonstrated
by the results presented here, single-ion peak fitting without the
additional complexity and demands of a full deconvolution of spec-
tra is sufficient for deconvolution in nearly all cases. This simplified,
single-dimensional approach has the additional benefit that it can
be easily extended to any one-dimensional detector response, such
as the output of a flame ionization detector (FID), or the total ion
chromatogram (TIC) of an MS,  and can be applied to high-resolution
ions as well as the unit-mass resolution data used in this work.
Complete mass spectrometric data is used as a quality control and
error checking device (i.e. comparison between found and expected
spectrum).

Automatic peak fitting is implemented through several steps
(illustrated in Fig. 1): (1) optional background subtraction, (2) peak
detection, (3) peak fitting, which includes multiple steps and fit-
ting attempts with feedback to determine the optimal fit, and (4)
selection of the target peak from the multiple peaks fit. Typically,
the baseline of the peak is fit during peak fitting, either as a linear
or constant baseline function (user-specified), but in some cases,
peak fits are improved by prior background subtraction of the sin-
gle ion chromatogram. If background subtraction is applied by the
user, the points with the lowest signal within the target retention
time window are taken as the chromatographic background and
subtracted from the signal prior to peak detection and peak fitting.
In most cases, differing approaches to baselines (constant fit, lin-
ear fit, background subtraction) result in only minor variation in
the final integrated peak areas, though sloping baselines require
a linear or otherwise retention-time-dependent description of the
baseline. The ideal approach for a given dataset is dependent on
instrument-specific considerations (noise, baseline drift, etc.).

Peak fitting is initiated by detection of peaks in the single ion
chromatogram within a window around a specified retention time.
These windows are assumed to be centered on a target analyte
of interest, identified by the user, the idealized peak description
of which will be returned to the user after fitting. While a “tar-
get” retention time window and ions are specified by the user, no
additional a priori knowledge is assumed regarding the shapes,
locations, or number of peaks within the window. These target
peaks may  therefore represent any known or unknown chromato-
graphic peak of interest. Within the target window, Gaussian peak
locations and shapes are estimated using the second derivative
of the detector signal to estimate the centers (minima in second
derivative) and edges (maxima in second derivative) of chro-
matographic peaks. Some empirically determined smoothing and
filtering is useful at this step to account for noise in chromato-
graphic signal; estimation of these parameters can be automated
(e.g. low-pass filtering) or manually defined, with the best approach
dependent on instrument operating parameters. If no peaks are
located in the initial peak detection, increasing smoothing and
noise estimates are attempted until either candidate peaks are

detected or parameters are beyond acceptable limits (no peak
found).

Initial estimates of peaks are fit to determine final output peak
coefficients through a multi-step process. First, all detected Gaus-

https://sites.google.com/site/terninigor/
https://sites.google.com/site/terninigor/
https://sites.google.com/site/terninigor/
https://sites.google.com/site/terninigor/
https://sites.google.com/site/terninigor/
https://sites.google.com/site/terninigor/
https://sites.google.com/site/terninigor/
https://www.unidata.ucar.edu/software/netcdf/
https://www.unidata.ucar.edu/software/netcdf/
https://www.unidata.ucar.edu/software/netcdf/
https://www.unidata.ucar.edu/software/netcdf/
https://www.unidata.ucar.edu/software/netcdf/
https://www.unidata.ucar.edu/software/netcdf/
https://www.unidata.ucar.edu/software/netcdf/
https://www.unidata.ucar.edu/software/netcdf/
https://support.hdfgroup.org/HDF5/
https://support.hdfgroup.org/HDF5/
https://support.hdfgroup.org/HDF5/
https://support.hdfgroup.org/HDF5/
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https://support.hdfgroup.org/HDF5/
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ig. 1. Flowchart of peak detection and fitting approach developed and implement
ntermediate data and results are illustrated as plots, and possible output solutions

ian peaks are fit simultaneously to the raw SIC data by optimizing
he coefficients (center, amplitude, width) of all peaks to minimize
he residual of the fit. The output of this process is a set of Gaus-
ian peaks that describe the SIC within the target retention time
indow. Gaussian peaks are a reasonable approximation of chro-
atographic peaks, but exponentially modified Gaussian (“EMG”)

eaks yield lower error and are preferred. The output Gaussian
eaks are therefore fit again to the raw SIC data, but with the inclu-
ion of an additional coefficient describing the exponential decay,
, of each peak (no constraint is made on whether the exponen-
ial convolution yields a fronting or tailing peak). This fit yields

 set of EMG  peaks that describe the SIC data; in cases in which
his fit fails to converge to a solution, the Gaussian fit solution is
aken as the best available description of the data. Similarly, a co-
lution of several EMG peaks cannot be well constrained when a
eak is bounded by many overlapping peaks, so the Gaussian fit
olution is recommended for the description of complex co-eluting
eaks (e.g. more than 4 peaks in the target retention time win-
ow). This flowchart (Fig. 1) has been optimized for the instruments
mployed here, so some flexibility in specifying fit parameters (e.g.
etention time windows, smoothing parameters, allowable decay
oefficients, etc.) is necessary to universally apply this method. For
ther chromatographic applications, there is no barrier to imple-
enting non-Gaussian peak shapes and alternate optimization

chemes. The results and conclusions discussed in this work are
eneral to the application of mathematical fitting of target peaks as

 method to reduce complex and variable chromatographic data.
After fitting the chromatographic data, the peak representing

he target analyte must be selected from amongst the multiple
eaks in the fit solution. Provided some correction for retention
ime drifts, the implementation described here assumes the candi-
ate peak closest to the target retention time is considered to be
he peak of interest to the user. This simple decision mechanism is
ound to be sufficient for the tested data, though additional infor-

ation about the found peak can also be compared to “expected”
nformation (e.g. mass spectra in the case of known peaks) to con-

rm the peak selection decision. There are no inherent limitations
n how the “correct” peak is selected from the multi-peak fit;
this work. Operations are gray squares, control points are white diamonds, sample
ibing target peak are gray rounded squares.

additional data, such as the mass spectral information, could be
considered in other implementations for peak selection.

2.2. Datasets

Data from two  instruments are used here to develop and eval-
uate the peak fitting method. Each instrument targets a different
suite of organic atmospheric constituents. Gas-phase compounds
more volatile than decane are measured by concentrating volatile
organic compounds (VOCs) on a cryogenic absorbent trap prior to
thermal desorption and GC analysis. Lower-volatility gases (less
volatile than tridecane), as well as particle-phase atmospheric
organic constituents are measured using a Thermal desorption
Aerosol GC (TAG) employing room temperature sample collection
and high-temperature thermal desorption.

Data from four measurement periods (two for each instrument)
are used to provide a substantial and varied combined dataset with
which to evaluate the peak fitting method, and explore its applica-
tion to large and complex environmental analysis challenges. These
data are all collected as part of “field campaigns,” periods during
which the instrument was deployed at a designated location for
in-situ collection and analysis of ambient data. For all measure-
ments presented here, the various GC systems are located at the
field site within a mobile trailer, typically sharing the space with
2–4 other similarly sized analytical instruments. Samples are col-
lected through inlets running outside through a window or hole
in the trailer wall. These data were collected under a large range of
atmospheric and indoor environmental conditions that may impact
chromatographic reproducibility. Though nominally climate con-
trolled, indoor temperatures typically fluctuated diurnally due to
the heat generated by the instrument payload and a lack of insula-
tion. Indoor temperatures varied by more than 10 ◦C (e.g. 17–29 ◦C
for VOC-UBWOS) and in some cases reached up to 35 ◦C. Due to
temporal variability in atmospheric conditions, collected samples
frequently varied widely in relative humidity and total sample mass

as well as composition.

The instruments and datasets explored in this work are
described in detail elsewhere, so discussion here is limited to brief
overviews and References
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.2.1. VOC-GC: volatile organic compound gas chromatograph
The “VOC-GC” described here is field-deployable GC–MS

nstrument that measures volatile organic compounds in ambi-
nt atmospheric samples [28–31]. In short, this in-situ GC–MS
ryogenically pre-concentrates a full suite of volatile organic com-
ounds on two separate analysis channels, in parallel, that are then
nalyzed in-series via a single quadrupole mass spectrometer (Agi-
ent 5973N). Channel 1 trapping temperatures and substrates are
ptimized for the collection of C2-C5 hydrocarbons and halocar-
ons while channel 2 is optimized for C5-C10 hydrocarbons and
OCs containing oxygen, nitrogen, sulfur, and halogens. The sample
ollection period (5 min) and near-immediate analysis (25 min) are
epeated automatically every 30 min. After collection, samples are
ransferred to their respective cryofocus units by heating the sam-
le traps to 100 ◦C in approximately 6 s while flushing with helium
arrier gas. Channel 1 analytes are separated on an Al2O3/KCl
LOT column (0.25 mm ID × 25 m,  RT-Alumina BOND/KCl Restek;
amped from 55 to 115 ◦C in 200 s). Once the channel 1 sample
as eluted from the PLOT column, a heated 4-port valve (Valco)
witches position to direct the channel 2 eluent to the MSD  and
he cryofocus unit on channel 2 rapidly heats and injects the chan-
el 2 sample onto a DB-624 capillary column (0.18 mm ID × 20 m,
ST-624 Restek; ramped from 35 to 125 ◦C in 800 s). Mass spec-

rometry is performed using a unit-mass resolution quadrupole
ass spectrometer scanning in either selective ion monitoring
ode, scanning a small subset of ions at specific portions of the

hromatogram, or in total ion mode, scanning for all masses rang-
ng from 29 to 150 amu. The targeted VOCs of interest included
lkanes, aromatics, highly reactive alkenes, biogenic hydrocarbons,
xygenated VOCs (OVOCs), and nitrogen containing species such as
lkyl nitrates.

Data from the VOC-GC collected at two field campaigns is pre-
ented here:

Campaign 1) “VOC-PAS”: California Research at the Nexus of
ir Quality and Climate Change (CalNex), Pasadena, CA (34.1377◦N,
18.1253◦W),  summer 2010

VOCs were measured during the CalNex campaign (http://www.
esrl.noaa.gov/csd/projects/calnex/) at a groundsite in Pasadena,
CA. Data from 22 compounds are presented here, spanning
the period of May  11 to June 16, 2010, totaling approximately
1700 samples with half-hourly time resolution. Details from the
deployment of this instrument during this field campaign are
provided elsewhere [44].

Campaign 2) “VOC-UBWOS”: Uintah Basin Winter Ozone Study,
orsepool, UT (40.14370◦N, 109.46718◦W),  winter 2012

Data from 17 compounds measured during the UBWOS
campaign (http://www.esrl.noaa.gov/csd/groups/csd7/
measurements/2012ubwos/) are used in this work, span-
ning the period of January 24 to February 20, 2012 with
half-hourly time resolution totaling approximately 1300 sam-
ples. Details from the deployment of this instrument during
this field campaign are provided elsewhere [45].

.2.2. TAG: thermal desorption aerosol gas chromatograph
The Thermal desorption Aerosol Gas Chromatograph (TAG) is

 field-deployable GC-based instrument that quantifies gas- and
article-phase organic compounds in ambient atmospheric sam-
les. Operation and development of this instrument has been
escribed in detail previously, including several improvements to
he operation and quantification of this system over the last decade

23,24,46,38,47]. Particle-phase compounds and lower-volatility
ases – those able to partition into the particle phase under typical
tmospheric conditions – are quantified via sample concentration
ollowed by thermal desorption and analysis by a commercially
matogr. A 1529 (2017) 81–92 85

available GC–MS system (6890/5973; Agilent). Collected sample is
thermally desorbed with a temperature ramp up to 320 ◦C (over
approximately 10 min) and transferred to the head of the GC col-
umn  (0.25 mm ID x 30 m × 0.25 um phase Rxi 5ms-Sil; Restek),
separated using a ramped temperature profile (from 50 ◦C to 320 ◦C
over approximately 20 min), and analyzed by mass spectrome-
try. Mass spectrometry is performed using a unit-mass resolution
quadrupole mass spectrometer scanning a mass range from 29 to
500 amu  at 3 scans per second. The analytical range of this instru-
ment in the context of atmospheric organic compounds extends to
compounds with volatility between that of tridecane and penta-
triacontane. Data presented here represents organic compounds
that can be eluted through the chromatographic column with-
out derivatization, such as aliphatic and aromatic hydrocarbons,
carbonyls, ethers and compounds containing a single hydroxyl
or carboxylic acid group; a newer generation of this instrument
includes in-situ derivatization [25] and the peak fitting integration
method developed in this work has been extended to the analysis
of derivatized, highly oxygenated compounds [48].

Data from TAG collected at two field campaigns is presented
here:

Campaign 3) “TAG-SOAR”: Study of Organic Aerosol at Riverside
(SOAR), Riverside, CA (33.97◦N, 117.32◦W),  fall 2005

Measurements of 137 low-volatility gases and particle-phase
compounds during the SOAR campaign are used here, spanning
the period of July 29 through August 8, 2005. The TAG instru-
ment deployed during SOAR collected data with hourly time
resolution (∼150 samples, sample collected in first 30 min of
each hour). These measurements and deployment of the TAG
instrument during this field campaign are discussed in detail by
Williams and co-workers [49].

Campaign 4) “TAG-BKR”: California Research at the Nexus of
Air Quality and Climate Change (CalNex), Bakersfield, CA (35.35◦N,
118.97◦W),  summer 2010

During the same CalNex field campaign as VOC-PAS above, the
TAG instrument was deployed at a site in Bakersfield, CA. Data
from 92 compounds are shown here, spanning the period of June
1 to June 27, 2010. Samples were collected hourly before June
9 and bihourly after June 9 (∼500 samples). Details from the
deployment of this instrument during this field campaign are
provided elsewhere [50].

2.3. Comparison to baseline integration

Peak fitting was  compared to drawn baseline integration meth-
ods for approximately 70,000 peaks, comprised of a wide variety of
analytes. Compounds used in these comparisons span volatilities in
the range of C2 to C31 n-alkanes, and include most atmospherically
relevant oxygenated functional groups – alcohols, aldehydes, acids,
ketones, esters – as well as halocarbons and nitrates with small car-
bon backbones. Baseline integration was performed using Agilent
Chemstation (versions A.03 and D.02). After automatic baselines
were determined by the software, each peak was visually inspected
and new manual baselines were drawn as necessary. Co-eluting
peaks are separated by “dropped baselines”, in which the bound-
ary of the peak area integration is assigned as the retention time of
the saddle between two  peaks. This approach is common within gas

chromatographic analyses and for most peak shapes introduces less
error to peak areas than other peak-splitting approaches [12,51,52].
Comparison is focused on the area (zeroth moment) of the peak as
this is the relevant parameter for quantification of analytes.

http://www.esrl.noaa.gov/csd/projects/calnex/
http://www.esrl.noaa.gov/csd/projects/calnex/
http://www.esrl.noaa.gov/csd/projects/calnex/
http://www.esrl.noaa.gov/csd/projects/calnex/
http://www.esrl.noaa.gov/csd/projects/calnex/
http://www.esrl.noaa.gov/csd/projects/calnex/
http://www.esrl.noaa.gov/csd/projects/calnex/
http://www.esrl.noaa.gov/csd/projects/calnex/
http://www.esrl.noaa.gov/csd/projects/calnex/
http://www.esrl.noaa.gov/csd/groups/csd7/measurements/2012ubwos/
http://www.esrl.noaa.gov/csd/groups/csd7/measurements/2012ubwos/
http://www.esrl.noaa.gov/csd/groups/csd7/measurements/2012ubwos/
http://www.esrl.noaa.gov/csd/groups/csd7/measurements/2012ubwos/
http://www.esrl.noaa.gov/csd/groups/csd7/measurements/2012ubwos/
http://www.esrl.noaa.gov/csd/groups/csd7/measurements/2012ubwos/
http://www.esrl.noaa.gov/csd/groups/csd7/measurements/2012ubwos/
http://www.esrl.noaa.gov/csd/groups/csd7/measurements/2012ubwos/
http://www.esrl.noaa.gov/csd/groups/csd7/measurements/2012ubwos/
http://www.esrl.noaa.gov/csd/groups/csd7/measurements/2012ubwos/
http://www.esrl.noaa.gov/csd/groups/csd7/measurements/2012ubwos/
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Fig. 2. Demonstration of peak fitting method on representative single ion chromatograms (SIC, gray circles). (a) Multiple Gaussian fit from the VOC-PAS dataset, fit with
three  peaks (blue, green, and red), with the target peak shown as a solid red line, and the residual of the sic of this fit peak shown as a dashed red line. Mass spectrum of
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. Results

.1. Demonstration of peak fitting and resultant data metrics

Fitting chromatographic data to multiple idealized (Gaussian,
xponentially modified Gaussian, etc.) peaks has been well-
haracterized in previous work (see [18,19] and references therein).
n example of this approach for a single ion chromatogram is
hown Fig. 2. An SIC (detector response to a single mass spectro-
etric ion) within a retention time window is shown as a gray line
ith open circles, which is fit in Fig. 2a with three Gaussian peaks

colored lines). As implemented here, the fit window is centered
n the expected retention time of a target peak (red line), though
ll detected peaks in the window are fit simultaneously. The raw
hromatographic data with the target peak removed is shown as
he residual (red dashed line), and the found mass spectrum of the
arget peak is compared to that expected for this known analyte.
hese tools provide quality control and error-checking metrics,
hich demonstrate in this case a reasonable fit and a good match

etween the expected and found peak. These empirical metrics can
esolve cases in which multiple peak fitting solutions can reason-
bly describe the data. An example is shown in Fig. 2b, in which the
arget peak in the SIC can be fit as a Gaussian (green) or an exponen-
ially modified Gaussian (EMG, purple) peak. The EMG  fit, however,
s a better fit based on its smaller and less sinusoidal residual. As
iscussed in the Methods, retention time is found in this work to
e sufficient to identify the target peak, so these metrics (residuals,
ass spectra, etc.) are provided as quality assessment tools, but not

sed for constraining peak fits.

Peak fitting provides robust and flexible integration of both sin-

le and co-eluting peaks described by any idealized peak shapes,
ith Gaussian and EMG  peaks used in this work. Complex co-

lution of both Gaussian and EMG  peaks is demonstrated for
ted on some ions (“selected ion mode”). (b) Comparison of Gaussian fit (green solid
AG-SOAR data. (For interpretation of the references to colour in this figure legend,

multiple peaks of similar magnitude in Fig. 2. A variety of other
common peak fitting scenarios are provided as examples in Fig. 3.
Multi-peak fitting is applied in Fig. 3a to a case in which the target
peak is substantially smaller than nearby or convolved peaks. Peak
fitting is further extended to integrate single and co-eluting peaks
that are reasonably resolved, both well above baseline noise and
near signal-to-noise (Fig. 3b and c, EMG  and Gaussian respectively).
Peak fitting is found to reasonably apply not only to continuous
SICs, but also when data is discontinuous such as in Fig. 3c, where
response drops to zero at the edges of the chromatographic data
(a frequent occurrence for instruments operated in “selected ion
monitoring mode”).

3.2. Validation of peak fitting for reduction of complex data

Peak fitting has been widely researched and implemented
for the deconvolution of co-eluting peaks in individual chro-
matograms, based largely on the analysis of known analytes. We
therefore focus our validation of peak fitting on analysis of complex
environmental data collected under real-world field-deployment,
which has not previously been shown. We  provide only a brief anal-
ysis of known analytes (standards introduced while the instrument
was operating under field-deployment conditions) to demonstrate
that peak fitting as implemented here yields reasonable error;
data are shown in the Supplementary Information. For injections
of known varying concentrations, both well-resolved peaks and
poorly resolved complex co-elutions of Gaussian and EMG  peaks,
are fit with approximately 10% error (mean absolute percentage

error) with low (<1%) uncertainty in calibration slopes. Analysis of
stable concentrations of known analytes in varied co-eluting matri-
ces yields errors of <10% for well- and moderately-resolved peaks.
Increasing error up to 30% is observed for peaks with low resolution
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Fig. 3. Fit peaks (red line) for representative sic data (gray circles) from (a) 3-methyl-1-
ether  from VOC-PAS. (For interpretation of the references to colour in this figure legend, t
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ig. 4. Comparison of single-ion peak fitting integrated areas to drawn baseline
ntegrated peak areas for representative compounds spanning the range in detector
esponse observed for each instrument. Slope, m,  is provided for each linear fit.

no valley between co-eluting peaks) and high overlap (up to 35%
verlap of known peak).

Though these tests provide some estimate of the trueness of
he implemented peak fitting approach, the utility of peak fitting
or the integration of complex and highly variable environmental
ata collected under varied environmental and instrument condi-
ions cannot be reasonably assessed through injection of known
tandards. Instead, integration by single-ion peak fitting is vali-
ated by comparing resulting peak areas to peak areas determined
y drawn baseline integration for data spanning several orders of
agnitude, with variable sample and matrix composition. Repre-

entative compounds spanning the entire range of the complete
ataset are shown in Fig. 4, representing a variety of volatilities
nd diverse functionality for both instruments tested in this work.
orrelations are strongly linear, with negligible scatter. Peak fitting
s implemented in this work yields peak areas that are a factor of
pproximately 10 times smaller than raw baseline integration val-
es returned by Chemstation software (Agilent), but units for peak
rea (response × time) are arbitrary (e.g. seconds vs. milliseconds)
o deviations from a slope of unity are not relevant for quantifi-
ation when all data is processed by the same integration method.
alibration curves generated as part of this work are in fact found to
ave less than 1% uncertainty in their slopes, and to yield true cal-

brated masses within ∼10% (Supplementary Information). Some
ariability in this factor is observed (i.e. differences in slopes in

ig. 4) and is thought to be due to differences in the integration
alculation of each method and not due to biases in the integration,
iven that the factor was not found to correlate with peak shape
retention time, width, or decay coefficient). Some small intercepts
butane from VOC-PAS, (b) anthraquinone from TAG-SOAR, and (c) methyl-t-butyl
he reader is referred to the web version of this article.)

are observed, but always less than 10% of the smallest peak and with
no clear trends or patterns; intercepts are therefore thought to be
due to random uncertainty and error, not biases between integra-
tion approaches. In real-world analyses, calibrants and analytes are
integrated by the same method, so the absolute value of this slope
does not impact quantification but deviations from the average
slope of given compound represent real imprecision or uncertainty
in integration.

To compare all compounds, peak areas are therefore scaled
by multiplying each compound’s average slope to explore the
precision and relative differences between integration methods.
Identical data reduction methods would yield identical peak areas
and any deviation from unity represents real difference between
the methods. Peak areas for approximately 70,000 peaks repre-
senting analytes of various chemical functionality, volatility, and
chromatographic peak shape, fluctuating substantially in concen-
tration with a variable matrix of analytes. Co-eluting peaks in these
datasets frequently vary in their relative ratios by one to two  orders
of magnitude. Despite the complexity of these data, peak areas dif-
fer by less than 10% between integration methods in nearly all cases
after scaling for differences in slope (Fig. 5); less than 15% of all
data exceed this difference. Inset cumulative distribution functions
reveal that large chromatographic peaks exhibit negligible variabil-
ity (<5%) between methods. Differences increase with decreasing
peak area (though rarely exceeding 15%) as smaller peaks have
increased uncertainty in integration through both methods due to
several factors. In baseline integration, defining the edges of a peak
becomes more difficult at low signal-to-noise, and integrated peak
area is sensitive to the selected endpoints of the drawn baseline.
Similarly, parameters in peak fitting algorithms controlling base-
line detection, smoothing, and background subtraction become less
well defined as signal-to-noise decreases. Divergence of peak areas
using these two  methods can inform an estimate of the instru-
ment level-of-detection for a given compound as the peak area at
which peak integration introduces significant uncertainty to the
measurement; the uncertainty in small peak areas is observed to
be instrument dependent as expected. Comparison between inte-
gration techniques provides an estimate of precision that is in
reasonable agreement with injection of known compounds (10%),
suggesting an overall accuracy of 10–15% for most peaks, with some
increasing error for poorly-resolved peaks (discussed in the next
section).

3.3. Integration of poorly resolved peaks

The quantitative parameters that describe the fit can be used to

efficiently evaluate the quality of fits and the limitations of peak
fitting in general. The first and higher statistical moments of peaks
are not expected to change suddenly between samples under nor-
mal  operating conditions, allowing poor integrations to be quickly
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Fig. 5. Comparison of single-ion peak fit areas to drawn baseline integrated peak areas that have been scaled for differences in slopes to allow comparison to unity (i.e.
removing simple multiplicative differences between software packages). Scatter plot shows all data analyzed as a plane of point density for clarity due to the high number of
points.  Inset plots shown cumulative distribution of relative difference between methods for high (>105), medium (104–105), and low (<104) peak areas. Total distribution
shown  as red solid line and distribution of each field campaign is shown in a different color and dash. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Fig. 6. Peak fit coefficients as a tool for quality control, using butanoic acid butyl ester from TAG-BKR as an example. (a) Time series of 9 consecutive automated peak fits
with  widths (second moment) shown (gray circles). Insets: example fits (dashed black lines) of the raw data (red lines). For sample 487, corrected fit with lower smoothing
parameters shown in green. (b) Comparison of all peak areas from peak fitting to those from drawn baseline integration (gray crosses). Sample 487 peak areas shown
f utline
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or  incorrectly integrated co-elution (gray) and corrected fit (green). All samples o
ntegrations. (For interpretation of the references to colour in this figure legend, the

dentified. The second moment (peak width) of a representative
o-eluting peak is shown in Fig. 6 to be relatively stable across
amples despite changes in absolute and relative amplitudes. The
efault parameters in the peak fitting algorithm identified the black
ashed peak as the target peak in each sample, with a peak width
epresented by gray circles. A time series of peak widths (Fig. 6a),
owever, exhibits a clear outlier in sample number 487 suggest-

ng an erroneously broad fit; reducing the smoothing parameters
n peak detection reveals a small co-eluting peak (green line) with

he expected peak width (green circle) and retention time (hash

ark on x-axis of insets) of the expected peak.
Quantitative fit metrics reduce error in integrated peak areas, as

emonstrated by Fig. 6b. A comparison of peak fitting peak areas
d in the green box are poorly resolved co-elutions, with incorrect drawn baseline
er is referred to the web  version of this article.)

to previously reported drawn baseline peak areas reveals several
samples in which peak fitting yields lower peak areas than baseline
integration. Sample number 487 is one such sample, identified in
this comparison by filled circles representing the co-elution peak
area (gray) and the corrected deconvolved peak area (green). All
points outlined in the green box are, like sample number 487,
found to be poorly resolved; each of these points can be brought
into agreement with reported baseline integration by erroneously
fitting the co-elution with a single, wider peak. These data indi-

cate that despite intensive user interaction with this data, baseline
integration nevertheless resulted in the incorrect data reduction
of many samples due to poor chromatographic resolution in some
samples but not others. The well-defined empirical metrics pro-
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Fig. 7. Deconvolution of peaks with known peak area as a function of resolution,
with (a) widths of fit peak and (b) ratio of peak area of deconvolved peak to known
peak area, where a value of unity indicates no bias. Unconstrained peak fits are red
circles, fit peaks with a peak width constrained to 0.42 are blue squares. Resolution is
parameterized as relative valley height, with peaks exhibiting no valley or inflection
points (unresolved peaks) assigned a value of 1.5 for graphical convenience. Peak
overlap (percentage of target peak overlapping with neighboring peak) is closely
correlated with relative valley height and provided on an additional axis. (For inter-
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uced by peak fitting (e.g. statistical moments and fit residual) are
herefore advantageous in assessing and improving the quality of
ata reduction for poorly resolved peaks.

The limitations of peak fitting for integrating poorly resolved co-
luting peaks are quantitatively determined by deconvolving peaks
f known peak area. Two peaks with similar retention times but
istinct mass spectra are summed, creating a synthetically com-
ined SIC of two co-eluting peaks representing real environmental
nalytes; known true peak areas of the convolved peaks can be
etermined from their unique well-resolved peaks. Comparison of
he deconvolved peak area to the known peak area then provides

 measure of the trueness of peak deconvolution. An example of
he relationship between this ratio and peak resolution is shown
n Fig. 7, with resolution quantified as relative valley height. This
arameter is calculated as the height of the valley or inflection point
etween the two peaks (hvalley) relative to the maximum height of
he peak of interest (htarget), providing an intuitive measure of res-
lution; relative valley heights exceeding 1 are largely unresolved,
hile peaks with resolution so poor as to have no identifiable inflec-

ion point between peaks (first derivative never crosses 0) have no
ell-defined relative valley height so are assigned a value of 1.5 for
raphical convenience. This parameter is closely related to peak
verlap, the percent of the peak of interest that is contaminated
y the neighboring peak. Examples of well-resolved and poorly-
esolved co-elutions are shown as inset graphs. Deviation from
matogr. A 1529 (2017) 81–92 89

unity of the ratio of deconvolved to known peak area represents
true error in peak deconvolution and is observed to be approxi-
mately 10% for well resolved peaks and increase with decreasing
resolution, concomitant with an increase in the width of the fit
peak observed in Fig. 7a (red circles). Bias increases to 30% for
poorly resolved peaks in cases with a clearly defined valley. These
data span a larger range of resolutions and more realistic oper-
ating conditions than can be reasonably achieved by injection of
known standards, but yield estimates of bias that agree with those
observed by injection of poorly resolved standards (Supplemen-
tary Information). For wholly unresolved peaks, with no valley or
inflection point and peak overlap of up to 50%, however, error
exceeds any reasonable acceptable limits (though other integra-
tion approaches are expected to be similarly challenged under these
conditions).

Peak fitting provides a means to improve these integrations by
constraining parameters to known values. Erroneous broadening
of the peak fit for poorly resolved peaks leads to the observed
overestimation in peak area, but well-resolved peaks are observed
to converge asymptotically to a given peak width (0.42 in the
shown example). By constraining the width of the peak of interest
to the known “correct” value, peaks can be fit with substantially
lower error (Fig. 7b, blue squares). Error remains below 10% for all
moderately resolved peaks, and increases to only ∼30% even for
unresolved peaks. Peaks that suffer up to 50% contamination with
an unresolved co-eluting neighbor, which could not be integrated
by drawn baselines or other approaches with no constrainable or
known parameters, can thus be integrated with only moderate
error. This result is achieved without initial assumptions of knowl-
edge about the peak. Quantitative parameters provided by peak
fitting can therefore be used not only for quality control, but can
also be implemented in the future to improve fitting of peaks that
are otherwise too poorly resolved to be accurately integrated. Fur-
thermore, statistical moments of peaks may  provide information
(e.g. physicochemical characteristics) about otherwise unidentified
peaks, but this potential application of fit parameters has not yet
been explored deeply.

4. Discussion

Once properly processed, chromatographic data has been
shown to yield reliable and accurate quantification of environmen-
tal constituents, but the necessary step of converting complex raw
chromatographic data into integrated peak areas presents an ana-
lytical challenge. We  implemented automated fitting of single ion
chromatograms with multiple idealized peaks to efficiently reduce
chromatographic data of complex environmental samples. This
approach is found to provide true peak areas with ∼10% error and
yield peak areas that are comparable to other integration methods,
but with additional advantages. Diverse quantitative parameters
generated by peak fitting − from fit residuals to statistical moments
of peaks – provide opportunities both to identify errors and to cor-
rect them, increasing the efficiency of quality control. Peaks that are
chromatographically unresolved can be integrated with only mod-
erate (10–30%) error by using fit parameters to correct or constrain
peak fits. The accuracy and efficacy of peak fitting, coupled with the
availability of quantitative metrics for error checking, is expected
to speed up chromatographic data reduction and allow for many
more peaks to be quantified within new and previously-collected
datasets. The researchers performing the analyses presented in this
work are estimated to have spent approximately a factor of 10

less time interacting with the data to produce peak fitting inte-
grations than to produce reliable baseline integrations. This work
demonstrates that simplified and automated single-ion peak fitting
provides fast integration, efficient error checking, and quantitative
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Fig. 8. Three poorly resolved, co-eluting alkylcyclohexanes from VOC-UBWOS. (a-b) Two  sample SICs of co-eluting peaks of three isomers (red, green, and blue, in elution
order),  collected at the dashed points in the (c) timeseries of total signal. Contribution of each isomer is shown as the filled area (colored as in panels a and b) beneath the
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eader  is referred to the web version of this article.)

easurements of data quality, while yielding peak areas that are
omparable to drawn baseline integration.

Peak fitting provides access to new data through the deconvolu-
ion of poorly resolved peaks, allowing quantification of previously
naccessible trace compounds in environmental samples. In par-
icular, isomers and structurally similar compounds are common
n the environment, but often co-elute and share similar mass
pectra. For this reason, it is not uncommon to integrate multi-
le compounds as a single peak (e.g. “methylbenzoic acids” [53]
r “dimethyl (phenanthrenes + anthracenes)” [49]). However, in
ome cases, subtle differences in isomer sources and chemistry
an provide insight into environmental processes (e.g. [54–56]),
o improved separation and integration of these species allows
ovel analyses. Fig. 8 demonstrates the ability of peak fitting to
ccess new scientific data, in this example the separation of three
oorly resolved isomers emitted from gas and oil extraction. Three
o-eluting peaks (alkylcyclohexane isomers) are simultaneously fit
o the SIC data in this retention time window. In some cases one
r more peaks are present as small, sometimes indistinguishable
houlders on a larger main peak (e.g. Fig. 8a) that would yield high
rror under baseline integration approaches [12], while in some
ases peaks are more equal and thus better resolved (e.g Fig. 8b).
he combined mass of these compounds exhibits high temporal
ariability, with some very high spikes in concentrations (Fig. 8c
lack line, top panel). However, the contribution of each isomer to
otal mass shown is independently variable (Fig. 8c bottom panel),
o integrating all three isomers as a single peak together loses
nformation. The two samples shown in panels (a) and (b) repre-
ent spikes in concentration dominated by two different isomers,
roviding insight into the different source profiles and composi-
ion of the sampled air that is not accessible without the reliable
ntegration of poorly resolved peaks afforded by peak fitting. Fur-
hermore, efficient integration of peaks with low chromatographic
esolution relaxes constraints on instrument design, for instance
ncreasing time resolution of field-based GCs or increasing sensitiv-
ty by reducing the number of ions scanned by the MS.  Peak fitting
s therefore not only a means to alleviate the burden of data reduc-

ion and improve data quality, but also to advance new scientific
nquiries.
tom panel). (For interpretation of the references to colour in this figure legend, the
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